Water equivalent properties of materials commonly used in proton dosimetry

Pablo de Vera, Isabel Abril, Rafael Garcia-Molina

PII: S0969-8043(13)00024-9
DOI: http://dx.doi.org/10.1016/j.apradiso.2013.01.023
Reference: ARI6086

To appear in: Applied Radiation and Isotopes

Cite this article as: Pablo de Vera, Isabel Abril and Rafael Garcia-Molina, Water equivalent properties of materials commonly used in proton dosimetry, Applied Radiation and Isotopes, http://dx.doi.org/10.1016/j.apradiso.2013.01.023

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting galley proof before it is published in its final citable form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.
Water equivalent properties of materials commonly used in proton dosimetry

Pablo de Vera¹, Isabel Abril¹,*, Rafael Garcia-Molina²

¹Departament de Física Aplicada, Universitat d’Alacant, E-03080 Alacant, Spain
²Departamento de Física – CIOyN, Universidad de Murcia, E-30100 Murcia, Spain

Abstract

The depth dose distribution of proton beams in materials currently used in dosimetry measurements, such as liquid water, PMMA or graphite are calculated with the SEICS (Simulation of Energetic Ions and Clusters through Solids) code, where all the relevant effects in the evaluation of the energy deposited by the beam in the target are included, such as electronic energy-loss (including energy-loss straggling), multiple elastic scattering, electronic charge-exchange processes, and nuclear fragmentation interactions. Water equivalent properties are obtained for different proton beam energies and several targets of interest in dosimetry.
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1.- Introduction

Radiation oncology is one of the most recent applications of ion beams due to their well defined range and small angular scattering, as compared with conventional photon or electron beam radiotherapy. Heavy charged particles deposit most of their energy within a narrow depth near the end of their trajectories, with a pronounced dose peak, which is called the Bragg peak. An additional advantage is that they present an increased radiobiological effectiveness in the Bragg peak as compared to the entrance region. Therefore hadrontherapy allows delivering higher doses in deep-seated tumours, killing malignant cells, and reducing the dose in healthy tissues [Kraft, 2000; Podgorsak, 2005].

For treatment planning in hadrontherapy it is essential to know accurately the beam penetration range in human tissue, which is usually represented by liquid water, since it is an excellent tissue-like phantom material for determination of absorbed dose [ICRU, 1998]. However, measurements in phantoms made of materials different from liquid water (even sometimes solid materials) can be performed in order to simplify the experimental set-up.

The ion beam penetration range in a material is often characterized by the water equivalent thickness (WET), which measures the thickness of liquid water needed to stop the ion beam in the same manner that a certain thickness of the given material. A proper evaluation of the water equivalent properties of materials has to take into account the main effects in the energy deposition of the beam. In this context, radiation transport codes are especially useful, since they can handle all these interactions to evaluate their effect in the depth-dose distribution and in the water-equivalent depth [Paganetti, 2009]. Therefore, for a precise comparison of the materials and liquid water measurements, the water equivalent thickness of the materials must be accurately determined, as well as the position and magnitude of their Bragg peak.

The aim of this work is to simulate the depth-dose profile of proton beams in a wide range of incident energies commonly used in hadrontherapy (50 MeV to 200 MeV) and for several materials currently used in proton dosimetry, such as liquid water, polystyrene (PS), polymethyl methacrylate (PMMA), graphite, aluminum, titanium, copper and gold. We apply the SEICS code (Simulation of Energetic Ions and Clusters through Solids) based in a combination of Molecular Dynamic and Monte carlo
procedures to follow the trajectories of the incident projectiles [Garcia-Molina et al., 2011], by taking into account the electronic stopping power (including statistical fluctuations through the energy-loss straggling), multiple elastic scattering collisions, electronic charge-exchange processes and nuclear fragmentation reactions. An important feature of our simulation is the use of accurate values for the electronic energy-loss magnitudes, which are calculated within the dielectric formalism and the MELF-GOS model (Mermin Energy Loss Function- Generalized Oscillator Strength) [Abril et al., 1998; Heredia-Avalos et al., 2005], where the target excitation spectrum is modelled by a self-consistent condensed phase description of its energy-loss function, based on experimentally available optical data, over the entire energy and momentum transfers space.

The water equivalence thickness and other characteristic parameters of the Bragg curves of materials of significance in proton dosimetry are compared with the results obtained for liquid water from the simulated depth-dose distributions. There are several analytical calculations and simulations of the WET corresponding to different materials for energetic proton beams [ICRU, 1993; Palmans and Verhaegen, 1997; IAEA, 2000, Palmins et al., 2002; Zhang and Newhauser, 2009; Moyers et al., 2010; Zhang et al., 2010, Al-Sulaiti et al., 2010]. Some of these publications are based in the ratio of the continuous-slowing-down approximation (CSDA) ranges (in g/cm²) in water and in the analyzed target [IAEA, 2000; Al-Sulaiti et al., 2010]. Other works use simple deterministic formulas, where the proton energy loss was derived from the Bragg-Kleeman rule or from the Bethe-Bloch equation without considering the change in the proton energy, obtaining WET values with accuracies around 1 mm [Zhang and Newhauser, 2009; Zhang et al., 2010]. Other authors use Monte Carlo codes, such as PTRAN [Palmans and Verhaegen, 1997; Palmans et al., 2002] or MCNPX [Al-Sulaiti et al., 2010], where the stopping powers are taken from the ICRU report 49 [ICRU 1993] by applying Bragg’s rule for compound targets, and where the influence of the fragmentation nuclear interactions has been investigated. The SEICS simulation code incorporates an accurate treatment of the electronic stopping force and the energy-loss straggling (the main responsible of the Bragg peak position and its shape, respectively), which is determined taking into account a realistic description of the target electronic excitation spectrum in the condensed phase, based in the experimental optical energy loss function of the target [Abril et al., 1998; Heredia-Avalos et al., 2005].
This paper is structured as follows. The main aspects of the SEICS simulation code are presented in section 2, whereas the depth dose distributions and the water equivalent characteristics obtained by this code are presented in section 3 for a broad range of incident proton energies and for several materials of interest in dosimetry measurements. Finally, the main conclusions of this work are summarized in section 4.

### 2.- Simulation procedure

The SEICS code (Simulation of Energetic Ions and Clusters through Solids) simulates the transport of energetic ions through condensed media. The detailed motion of the projectile is described by a Molecular Dynamics method, whereas a Monte Carlo procedure is employed to treat the statistical nature of the electronic and the elastic scattering, the electron charge-exchange processes between the projectile and the target and the nuclear fragmentation of the projectile due to non-elastic nuclear scattering processes [Garcia-Molina et al., 2011, Garcia-Molina et al., 2012a]. As a consequence of this treatment, the SEICS code provides the depth dose as well as the spatial profiles of energetic projectiles in condensed target.

Solving numerically the equation of motion of the projectiles, we follow their trajectory in the media until they have a cutoff energy of 250 eV. When the projectile has an instantaneous position \( \vec{r}(t) \) and velocity \( \vec{v}(t) \) and the force that act on it is \( \vec{F}(t) \), the projectile new position and velocity after a time step \( \Delta t \) are given by:

\[
\begin{align*}
\vec{r}(t + \Delta t) &= \vec{r}(t) + \vec{v}(t) \Delta t + \frac{\vec{F}(t)}{2M} (\Delta t)^2 \left[ 1 - \left( \frac{\vec{v}(t) \cdot c}{c} \right)^2 \right]^{3/2}, \\
\vec{v}(t + \Delta t) &= \vec{v}(t) + \frac{\vec{F}(t) + \vec{F}(t+\Delta t)}{2M} \Delta t \left[ 1 - \left( \frac{\vec{v}(t) \cdot c}{c} \right)^2 \right]^{3/2},
\end{align*}
\]

where \( M \) is the mass of the projectile, \( c \) is the speed of light and the terms in brackets are an *ad hoc* modification of the original Verlet’s algorithm to account for the relativistic velocity of the projectile. Note that for the typical projectile energies used in hadrontherapy (several hundred of MeV/u), it is necessary to take into account the relativistic character of the projectile.

The force \( \vec{F}(t) \) felt by the projectile, with a charge state \( q \), is mainly due to inelastic interactions with the target electrons. However to take into account the stochastic nature...
of these interactions, in the simulation code the electronic stopping force is randomly sampled according to a Gaussian distribution, where the mean value is the stopping power, $S_q$, and the standard deviation is related with the energy-loss straggling, $\Omega_q^2$ [Garcia-Molina et al., 2012a].

The energy-loss magnitudes $S_q$ and $\Omega_q^2$, used as input in the SEICS code, are calculated by the dielectric formalism, which is based in the plane-wave Born approximation, and where the target description enters through its energy loss function (ELF), which is calculated by the MELF-GOS model [Abril et al., 1998, Heredia-Avalos et al., 2005]. Thus, the outer electron excitations are described by a sum of Mermin-type ELF [Mermin, 1970], which is fitted to the experimental optical data, whereas the inner-shell electrons are accounted for by their generalized oscillator strengths in the hydrogenic approach. This model incorporates the individual and collective excitations of the target as well as aggregation and chemical effects inherent to the condensed phase, since the target ELF has been fitted to available experimental optical data. Another advantage of the MELF-GOS model is that once the fit at the optical limit (i.e., momentum transfer $k = 0$) is made, the ELF is automatically extended to any momentum transfer ($k \neq 0$), and no extra dispersion relations are necessary [Garcia-Molina et al., 2012b].

The total stopping power is obtained by a weighted sum of the stopping powers for each different charge state $q$ that the projectile can acquire during its travel through the target and the fractions of these charge states at the dynamical equilibrium. In figure 1 we show our calculated stopping power $S$ for a proton beam as a function of its incident energy for several materials of interest in dosimetry, such as liquid water [Garcia-Molina et al., 2009], polystyrene (PS), PMMA [de Vera et al., 2011], graphite [Garcia-Molina et al., 2006], Al [Denton et al., 2008], Ti [Moreno-Marin et al., 2006], Cu [Abril et al., 1998] and Au [Denton et al., 2008]. As can be seen in the above references, a good agreement with experimental data was obtained; in particular, the stopping power of liquid water for proton beams has been widely discussed and compared with experimental data and other theoretical calculations [Garcia-Molina et al., 2012b].
In order to save computer time, at high proton energies ($E \geq 10$ MeV for protons) the SEICS code uses the analytical relativistic Bethe formula for the stopping power,

$$S = \frac{4\pi e^4 Z_1 Z_2^2 N}{v^2} \ln \left( \frac{2m_v^2}{I(1-(v/c)^2)} - (v/c)^2 \right),$$  \hspace{1cm} (3)$$

where $Z_1$ and $Z_2$ are, respectively, the atomic number of the projectile and the target (electrons per molecule in the case of compounds), $N$ is the atomic or molecular density of the target, $m_e$ is the electron mass, $v$ is the projectile velocity, and $I$ is the mean excitation energy of the target, which only depends on its electronic structure [Fano, 1963]. In Table I the $I$ values for all the materials treated in this work are presented, which are calculated using the MELF-GOS method [de Vera et al., 2011, Abril et al., 2012].

Table I.- Mean excitation energy $I$ of several materials frequently used in hadrontherapy, obtained by the MELF-GOS model. The target chemical formula, atomic number $Z_2$ (or number of electrons per molecule for compounds) and density are also shown.

<table>
<thead>
<tr>
<th>Target</th>
<th>Chemical formula</th>
<th>$Z_2$</th>
<th>Density (g/cm$^3$)</th>
<th>$I$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid water</td>
<td>H$_2$O</td>
<td>10</td>
<td>1</td>
<td>79.4</td>
</tr>
<tr>
<td>Polystyrene (PS)</td>
<td>(C$_8$H$_8$)$_n$</td>
<td>56</td>
<td>1.06</td>
<td>72.1</td>
</tr>
<tr>
<td>PMMA</td>
<td>(C$_3$H$_5$O$_2$)$_n$</td>
<td>51</td>
<td>1.188</td>
<td>70.3</td>
</tr>
<tr>
<td>Graphite</td>
<td></td>
<td>6</td>
<td>2.25</td>
<td>83.95</td>
</tr>
<tr>
<td>Al</td>
<td></td>
<td>13</td>
<td>2.7</td>
<td>156.7</td>
</tr>
<tr>
<td>Ti</td>
<td></td>
<td>22</td>
<td>4.5</td>
<td>223.9</td>
</tr>
<tr>
<td>Cu</td>
<td></td>
<td>29</td>
<td>8.96</td>
<td>373.4</td>
</tr>
<tr>
<td>Au</td>
<td></td>
<td>79</td>
<td>19.3</td>
<td>755.8</td>
</tr>
</tbody>
</table>
Simulations with the SEICS code indicate that electronic interactions is the major responsible of the energy loss of the projectile, so the stopping power determines mainly the position of the Bragg peak, whereas the energy-loss straggling is the major responsible of its shape [Garcia-Molina et al., 2011].

On the other hand, multiple elastic scattering are very frequent events that modify the trajectory of the projectile (providing its angular deflection) and contribute to the energy-loss at low energies, especially at the distal part of the Bragg peak, which affects the range of the projectile. The multiple elastic scattering of the projectile with the target nuclei is accounted for in the SEICS simulation through a Monte Carlo algorithm [Moller et al., 1975; Zajfman et al., 1990]. Moreover, electron capture and loss processes are also considered dynamically along the projectile travel.

Finally, nuclear fragmentation reactions between primary protons and target nuclei are included in the simulation, since they can affect the energy deposition process. Therefore, part of the total depth-dose distribution in proton therapy will be due to secondary protons, deuterons, tritons, $^3$He and $\alpha$-particles liberated in the inelastic nuclear interactions. In the simulation, the primary protons that undergo a fragmentation reaction are eliminated from the beam whereas the generated secondary charged particles will deposit their energy at the location of their production.

The primary protons are removed from the beam by a Monte Carlo algorithm according to their total nuclear reaction cross sections depending on their instantaneous energy, which are taking from the ICRU tables [ICRU, 2000]. For compound targets, fragmentation cross sections are calculated applying the Bragg's rule [Bragg and Kleeman, 1905] to the elemental atoms than constitute each target. Only a fraction of the energy of the secondary particles is deposited locally according to the ICRU tables for protons or for heavier particles [ICRU, 2000]. The contribution to the depth-dose distribution due to the secondary protons agrees rather well with the simulation presented by Medin and Andreo [Medin and Andreo, 1997] where the transport of these secondary protons are included, except near the target surface [de Vera et al., 2013]. In our approach, we assume that the energy transferred to neutrons or photons leaves the target without contributing to the dose distribution [Medin and Andreo, 1997]. However, a Monte Carlo study of secondary neutrons generated in proton therapy in several phantom materials has been reported in Ref. [Dowdell et al., 2007]. In order to verify the validation of our simulation, we have compared our results with experimental depth-
dose distribution of protons in liquid water for energies around 120 MeV to 220 MeV [Zhang et al., 2011] obtaining a good agreement [de Vera et al., 2013].

3.- Results and discussion

From the SEICS simulation code, the Bragg curves of proton beams with energies from 50 MeV to 200 MeV are obtained for materials with low (liquid water, polystyrene, PMMA), medium (graphite, Al), and high (Ti, Cu, Au) density, relevant in dosimetric studies. The depth-dose profiles of 100 MeV protons in these materials are shown in figure 2. The results for solid plastics such as polystyrene or PMMA present depth-dose characteristics comparable to those of liquid water, whereas the differences increase for graphite and aluminum. Materials with high density such as Ti, Cu and Au have also high stopping power for proton beams compared with liquid water, therefore the largest differences in the Bragg peak with respect to liquid water are observed for those materials. As it can be noted, the stopping power for each material determines the position of the Bragg peak, according to the features shown in figure 1. Despite the importance of using accurate values for the stopping power \( S \) in dosimetry, there is not a general consensus about the best values of \( S \) which have to be employed in each case.

In proton dosimetry the radiological thickness of a material is commonly expressed in terms of water-equivalent thickness (WET), which represents the thickness of water (in g/cm\(^2\)) that causes a proton beam to lose the same amount of energy as the beam would lose in the studied material [IAEA, 2000],

\[
\text{WET} = z_{\text{water}} \rho_{\text{water}} = z_{\text{mat}} \rho_{\text{mat}} C, \tag{4}
\]

where \( z_{\text{water}}, \rho_{\text{water}} \) and \( z_{\text{mat}}, \rho_{\text{mat}} \) are, respectively, the thickness (in cm) and density (in g/cm\(^3\)) of liquid water and the target material; \( C \) is the depth-scaling factor. Sometimes it is convenient to characterize the beam penetration range by the water equivalent ratio (WER), which is the ratio of WET to material thickness (in g/cm\(^2\)), i.e., WER is the ratio of water thickness (in cm) to material thickness (in cm),
The adimensional magnitude WER is easier to compare with results from measurements or calculations obtained at different conditions, and also their values are approximately constant as a function of the projectile energy [Palmans and Verhaegen, 1997].

A procedure proposed to calculate WER is through the ratio of the continuous-slowing-down approximation (CSDA) for proton ranges in water and in the material of interest [IAEA, 2000; Palmans et al., 2002]. Given the approximate nature of the CSDA, more accurate values of WER will be obtained using simulation codes where a realistic description of the different processes that occurs in the proton trajectories through the target are taken into account. Therefore, from the simulated depth-dose profiles, the range of the projectiles can be defined as the depth $z_{80}$ where the distal part of the Bragg peak falls to 80% of the maximum dose [Palmans et al., 2002; Al-Suliati et al., 2010; Palmans et al., 2011]. Then WER will be calculated as:

$$\text{WER} = \frac{z_{80,\text{water}}}{z_{80,\text{mat}}}. \quad (6)$$

From the simulation code SEICS, where the most relevant processes in the proton transport through the stopping medium are included, the depth dose distributions of protons in several materials are calculated and compared with those obtained for liquid water. Table II shows the water equivalent ratio (WER) of protons with energies from 50 MeV to 200 MeV. We analyzed solid plastics used frequenly as phantoms of liquid water or in modulator wheels, such as PMMA or polystyrene [Karger et al., 2010]. Also in graphite calorimeters the conversion from dose-to-graphite to dose-to-water and WER values are necessary for an accurate dosimetry [Palmans et al., 2004]. Finally the water equivalence of other materials often involved in proton dosimetry setups such as Al, Ti, Cu and Au are presented. In the simulation code the nuclear fragmentation processes are included for all the materials [de Vera et al., 2012], except for Ti and Au targets.

We find that, except for Au, the WER values are almost independent of the energy of the incident proton beams and also are insensible to non-elastic nuclear interactions. In Table II we also compare the WER with experimental measurements for PMMA and Al [Moyers et al., 2010] and with analytical calculations for PMMA, PS and Al [Zhang...
and Newhauser, 2009; Zhang, et al., 2010] obtaining a good agreement. The WER results obtained from our simulation are consistent with the data from the IAEA report for PMMA (1.160) [IAEA, 2000], from Newhauser, 2001 (1.162), and with the data reported by Schneider et al., 2002 for 177 MeV proton beam in PMMA (1.14) and in Al (2.08) targets.

Table II.- Water equivalent ratio, WER, for various incident proton energies, calculated from the SEICS code, for the materials discussed in this work. A comparison with experimental data from Moyers et al., 2010 and calculated values from Zhang and Newhauser, 2009 and from Zhang, et al., 2010 (shown in parenthesis) is also presented.
<table>
<thead>
<tr>
<th>Target E (MeV)</th>
<th>PS</th>
<th>PMMA</th>
<th>PMMA</th>
<th>Graphite</th>
<th>Al</th>
<th>Al</th>
<th>Ti</th>
<th>Cu</th>
<th>Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.043</td>
<td>1.177</td>
<td>2.009</td>
<td>2.101</td>
<td></td>
<td>2.069</td>
<td>5.623</td>
<td>3.136</td>
<td>9.104</td>
</tr>
<tr>
<td>75</td>
<td>1.042</td>
<td>1.175</td>
<td>2.009</td>
<td>2.114</td>
<td></td>
<td></td>
<td>5.722</td>
<td>3.168</td>
<td>9.395</td>
</tr>
<tr>
<td>100</td>
<td>1.042</td>
<td>1.174</td>
<td>1.158</td>
<td>2.010</td>
<td>2.123</td>
<td>2.095-2.091</td>
<td>5.786</td>
<td>3.189</td>
<td>9.576</td>
</tr>
<tr>
<td>125</td>
<td>1.041</td>
<td>1.173</td>
<td>2.010</td>
<td>2.131</td>
<td></td>
<td></td>
<td>5.844</td>
<td>3.208</td>
<td>9.741</td>
</tr>
<tr>
<td>135</td>
<td>1.041</td>
<td>1.173</td>
<td>1.170</td>
<td>(1.158)</td>
<td>2.131</td>
<td>2.130</td>
<td>(2.097)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>175</td>
<td>1.040</td>
<td>1.173</td>
<td>1.162</td>
<td>(1.158)</td>
<td>2.010</td>
<td>2.137</td>
<td>2.114</td>
<td>(2.107)</td>
<td>5.889</td>
</tr>
<tr>
<td>200</td>
<td>1.040</td>
<td>1.172</td>
<td>1.157</td>
<td>2.010</td>
<td>2.139</td>
<td>2.113-2.112</td>
<td>5.900</td>
<td>3.229</td>
<td>9.900</td>
</tr>
<tr>
<td>225</td>
<td>1.172</td>
<td>1.167</td>
<td>(1.158)</td>
<td>2.144</td>
<td>2.145</td>
<td>(2.116)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
On the other hand, besides the WER values, the Bragg peak can be characterized by other parameters such as the depth $z_{\text{max}}$ corresponding to the maximum dose $\Phi_{\text{max}}$, the depth $z_{50}$ at the distal part of the Bragg peak where the dose falls to 50% of its maximum value, and the distance $\Delta z_{50}$ which corresponds to the width of the Bragg peak when the dose is at 50% of its maximum value. In figure 3 all these parameters are represented in relation to their values in liquid water, as a function of the proton energy and for the targets discussed in this work. In general, all these parameters are almost independent of the energy of the proton beam, except the ratio $\Phi_{\text{max}} / \Phi_{\text{max-water}}$ for gold, where an increase with the energy is observed. Also, the values of the parameters $z_{\text{max}} / z_{\text{max-water}}$ and $z_{50} / z_{50\text{-water}}$ are similar for all the energies and materials, and they are insensible to the nuclear fragmentation processes. However, although the parameter $\Phi_{\text{max}}$ decreases when nuclear fragmentation is included in the simulation, the ratio $\Phi_{\text{max}} / \Phi_{\text{max-water}}$ is independent of the nuclear fragmentation reactions. Also the width $\Delta z_{50}$ increases when nuclear fragmentation interactions are included in the simulation, however the ratio $\Delta z_{50} / \Delta z_{50\text{-water}}$ remains constant. From the values of the characteristic parameters of the depth-dose profile depicted in fig. 3 and shown in Table II relative to liquid water, we conclude that polystyrene and PMMA are the materials having all the parameters analyzed here closer to unity. As a consequence, the Bragg curves for those materials with densities and stopping powers similar to those corresponding to liquid water can operate as adequate phantom of liquid water since they present the best water equivalent properties of all the materials analyzed in this work. Also, our results indicate that the larger the stopping power of the protons in a material in comparation with liquid water the bigger differences appear in the characteristic depth-dose parameters. So, materials with large density and large stopping power will provide the largest perturbations when used in proton dosimetry.
4.- Summary

The Bragg curves of proton beams, with energies from 50 to 200 MeV, in several materials of interest in dosimetry (such as liquid water, PS, PMMA, graphite, Al, Ti, Cu and Au), have been simulated by the SEICS code. The simulation includes the significant processes that take place between the projectile and the target, such as electronic energy-loss (including stochastic fluctuations through the energy-loss straggling), multiple elastic scattering, charge-exchange processes and nuclear fragmentation reactions. A comparison of several parameters characterizing the simulated depth-dose profiles of the materials with those corresponding to liquid water, including the water-equivalence ratio, shows that they do not depend of the proton energy or the nuclear fragmentation. We conclude that materials having stopping power similar to liquid water (in the range of proton energies considered in this work), such as PS and PMMA, present almost all their parameters relevant in dosimetry analogous to liquid water, being therefore well suited for use as phantom of liquid water in dosimetric measurements.
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**Highlights**

- Depth-dose profile of proton beams in dosimetric materials is simulated by the SEICS code.
- The targets studied are liquid water, PMMA, polystyrene (PS), graphite, Al, Cu, Ti and Au.
The water equivalent ratio is obtained from the simulated depth-dose distributions.

PS and PMMA present depth-dose characteristics analogous to liquid water.

PS and PMMA are well suited for use as phantom of liquid water in dosimetric measurements.

Figure Captions

Fig. 1.- Stopping power of several materials (liquid water, polystyrene (PS), PMMA, graphite, Al, Ti, Cu and Au) with interest in dosimetry, for an incident proton beam as a function of its energy, calculated with the dielectric formalism and the MELF-GOS model.

Fig. 2.- Depth dose distribution for a 100 MeV proton beam in different materials, as a function of the depth, obtained with the SEICS code.

Fig. 3.- Parameters that characterize the Bragg peak, such as $z_{\text{max}}$, $\Phi_{\text{max}}$, $z_{50}$ and $\Delta z_{50}$, relative to their values in liquid water, plotted as a function of the proton incident energies for the materials treated in this work. The results have been obtained with the SEICS code.
Figure 3